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Source: RAM Active Investments, StreetAccount, Factset.
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Natural Language Processing
Unstructured Data

Quantitative Analysis

Transformation

Financial news

Headline:

Content:
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Source: Chris Kuo/Dr. Dataman, ”Looking into Natural Language Processing
”, https://medium.com/dataman-in-ai/natural-language-processing-nlp-for-electronic-health-record-ehr-part-i-4cb1d4c2f24b, 2018

https://medium.com/dataman-in-ai/natural-language-processing-nlp-for-electronic-health-record-ehr-part-i-4cb1d4c2f24b
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Natural Language Processing

NLP development phases:

• Rule based

• Statistics based

• Machine learning based
“NLP makes computers capable of ‘understanding’ the 
contents of documents”

6

“In the early 1900s, a Swiss linguistics professor named 
Ferdinand de Saussure almost deprived the world of the concept 
of “Language as a Science.”

Source: Keith D. Foote, “A Brief History of Natural Language Processing”, https://www.dataversity.net/a-brief-history-of-natural-language-processing-nlp/, 2019.

https://www.dataversity.net/a-brief-history-of-natural-language-processing-nlp/
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Natural Language Processing

Rule-based

• Automatic parsing and information extraction  

• Discretionary analysis 

NLP development phases:

• Rule based

• Statistics based

• Machine learning based

Source: OptiSol, “The 5 phases of natural language processing”, https://www.optisolbusiness.com/insight/the-5-phases-of-natural-language-processing, 2022
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https://www.optisolbusiness.com/insight/the-5-phases-of-natural-language-processing
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Natural Language Processing

Rule-based

• Automatic parsing and information extraction  

• Discretionary analysis 

NLP development phases:

• Rule based

• Statistics based

• Machine learning based

Source: Neo Yi Peng,” How NLP has evolved for Financial Sentiment Analysis”, ”https://towardsdatascience.com/how-nlp-has-evolved-for-financial-sentiment-analysis-fb2990d9b3ed, 2020.

Matt Payne, “7 NLP Techniques for Extracting Information from Unstructured Text using Algorithms”, https://www.width.ai/post/extracting-information-from-unstructured-text-using-algorithms, 2021. 
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https://towardsdatascience.com/how-nlp-has-evolved-for-financial-sentiment-analysis-fb2990d9b3ed
https://www.width.ai/post/extracting-information-from-unstructured-text-using-algorithms
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Natural Language Processing

Statistics-based

• Language models

• Topic models

• Linguistic feature extraction

NLP development phases:

• Rule based

• Statistics based

• Machine learning based

Data         

Unstructured Data

    news,    

    transcripts,

    Twitter stream,

    ...

Text Features
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Natural Language Processing

Statistics-based

• Language models

• Topic models

• Linguistic feature extraction

NLP development phases:

• Rule based

• Statistics based

• Machine learning based

e.g., EBIT, annual return, etc.

Language models

(probability) Generative models

Source: Wikipedia

Tower of Babel 

Applications: machine translation, 

speech recognition, 

spelling correction, etc. 
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Natural Language Processing

Statistics-based

• Language models

• Topic models

• Linguistic feature extraction

NLP development phases:

• Rule based

• Statistics based

• Machine learning based

Topics models

Generative latent variable models

Latent Dirichlet allocation

11

Source: Khuyen Tran, ”pyLDAvis: Topic Modelling Exploration Tool That Every NLP Data Scientist 

Should Know”, https://neptune.ai/blog/pyldavis-topic-modelling-exploration-tool-that-every-nlp-data-

scientist-should-know, 2022.

https://neptune.ai/blog/pyldavis-topic-modelling-exploration-tool-that-every-nlp-data-scientist-should-know
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Natural Language Processing

Statistics-based

• Language models

• Topic models

• Linguistic feature extraction

NLP development phases:

• Rule based

• Statistics based

• Machine learning based

Topics models

Generative latent variable models

12

Source: Khuyen Tran, ”pyLDAvis: Topic Modelling Exploration Tool That Every NLP Data Scientist Should Know”, https://neptune.ai/blog/pyldavis-topic-

modelling-exploration-tool-that-every-nlp-data-scientist-should-know, 2022.

https://neptune.ai/blog/pyldavis-topic-modelling-exploration-tool-that-every-nlp-data-scientist-should-know
https://neptune.ai/blog/pyldavis-topic-modelling-exploration-tool-that-every-nlp-data-scientist-should-know
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Natural Language Processing

Statistics-based

• Language models

• Topic models

• Linguistic feature extraction

NLP development phases:

• Rule based

• Statistics based

• Machine learning based

Topics models: Generative latent variable models

Source: Boemer, Dominik. "Topic modeling of investment style news." (2020).

Doc.  

Doc.  

Doc.  

Doc.  

Doc. 5

Doc.  

Doc. 7

Doc.  

Doc.  
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Natural Language Processing

Statistics-based

• Language models

• Topic models

• Linguistic feature extraction

NLP development phases:

• Rule based

• Statistics based

• Machine learning based

Linguistic feature extraction

Domain-specific lexicons

e.g., positive, negative, litigious, polarity, risk,

readability, fraud, safe, certainty, uncertainty, 

and sentiment.

Source: Sanjiv Das, Bodhisatta Saha, Daniel Zhu, and Derrick Zhang, ”Create a dashboard with SEC text for financial NLP in Amazon SageMaker

JumpStart”, https://aws.amazon.com/blogs/machine-learning/create-a-dashboard-with-sec-text-for-financial-nlp-in-amazon-sagemaker-jumpstart/, 2021.
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https://aws.amazon.com/blogs/machine-learning/create-a-dashboard-with-sec-text-for-financial-nlp-in-amazon-sagemaker-jumpstart/
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Natural Language Processing

Statistics-based

• Language models

• Topic models

• Linguistic feature extraction

Rule-based

• Automatic parsing and information extraction  

• Discretionary analysis 

Doc.  

Doc.  

Doc.  

Doc.  

Doc. 5

Doc.  

Doc. 7

Doc.  

Doc.  

Source: Boemer, Dominik. "Topic modeling of investment style news." (2020).

“NOK hopes its N-Gage mobile phone will boost sales and attract younger generation…”

“BEAS upgraded to overweight from equal weight at ThinkEquity…”

“HBC and BCS upgraded to outperform from peer perform at Bear Stearns… “

Drawbacks

• Lack of semantic distinguishability

• Lack of end-to-end development

• …

15

Source: Sanjiv Das, Bodhisatta Saha, Daniel Zhu, and Derrick Zhang, ”Create a dashboard with SEC text for financial NLP in 

Amazon SageMaker JumpStart”, https://aws.amazon.com/blogs/machine-learning/create-a-dashboard-with-sec-text-for-

financial-nlp-in-amazon-sagemaker-jumpstart/, 2021.

Source: StreetAccount

https://aws.amazon.com/blogs/machine-learning/create-a-dashboard-with-sec-text-for-financial-nlp-in-amazon-sagemaker-jumpstart/
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Natural Language Processing

Machine learning based NLP development phases:

• Rule based

• Statistics based

• Machine learning based

Text embedding: define meaning with coordinates/vectors

An introductory example:

Source: Yuli Vasiliev, “Using Word Vectors to Mathematically Find Words with Similar Meanings”, https://towardsdatascience.com/using-word-vectors-to-mathematically-find-words-with-similar-meanings-fc9eadac3dbe, 2020.
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https://towardsdatascience.com/using-word-vectors-to-mathematically-find-words-with-similar-meanings-fc9eadac3dbe
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Natural Language Processing

Machine learning based NLP development phases:

• Rule based

• Statistics based

• Machine learning based

Text embedding

• High-dimensional vectors in the semantic space 

• hundreds of dimensions

• Downstream tasks

Data: 

• Large generic corpus

• Domain-specific data
Wikipedia

Unstructured Data

    news    

    transcripts

    Twitter stream

    ...

Model architecture:

• Similarity

• Relevance

• …

Model training: 

• Automatic differentiation

• Computing power
Source: 

(1) Mikolov, Tomas, et al. "Distributed representations of words and phrases and their compositionality."

Advances in neural information processing systems 26 (2013).

(2) Yasuto Tamura, ”Multi-head attention mechanism: “queries”, “keys”, and “values,” over and over again”, 

https://data-science-blog.com/blog/2021/04/07/multi-head-attention-mechanism/, 2021.

(3) Ayoosh Kathuria, ”PyTorch 101, Part 1: Understanding Graphs, Automatic Differentiation and Autograd”, 

https://blog.paperspace.com/pytorch-101-understanding-graphs-and-automatic-differentiation/, 2020.17

https://data-science-blog.com/blog/2021/04/07/multi-head-attention-mechanism/
https://blog.paperspace.com/pytorch-101-understanding-graphs-and-automatic-differentiation/
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Natural Language Processing

Machine learning based

Data: 

• Large generic corpus

• Domain-specific data
Wikipedia

Unstructured Data

    news    

    transcripts

    Twitter stream

    ...

Model architecture:

• Similarity

• Relevance

• …

Model training: 

• Automatic differentiation

• Computing power

Source: 

(1) Mikolov, Tomas, et al. "Distributed representations of words and phrases and their compositionality."

Advances in neural information processing systems 26 (2013).

(2) Yasuto Tamura,”Multi-head attention mechanism: “queries”, “keys”, and “values,” over and over again”,    

https://data-science-blog.com/blog/2021/04/07/multi-head-attention-mechanism/, 2021.

(3) Ayoosh Kathuria, ”PyTorch 101, Part 1: Understanding Graphs, Automatic Differentiation and Autograd”,    

https://blog.paperspace.com/pytorch-101-understanding-graphs-and-automatic-differentiation/, 2020.

(4) Jay Alammar, “The Illustrated Word2vec”, https://jalammar.github.io/illustrated-word2vec/, 2019.

Text embedding

• Word embedding

• Contextualized embedding 

o through large language models

Earnings

income

 isk

18

https://data-science-blog.com/blog/2021/04/07/multi-head-attention-mechanism/
https://blog.paperspace.com/pytorch-101-understanding-graphs-and-automatic-differentiation/
https://jalammar.github.io/illustrated-word2vec/
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Natural Language Processing

Machine learning based

Source: 

(1) Mikolov, Tomas, et al. "Distributed representations of words and phrases and their compositionality."

Advances in neural information processing systems 26 (2013).

( ) Manu Siddhartha, “BankFin Embeddings : Customized word embeddings Pre-Trained on Financial Text corpus 

for Financial NLP tasks”, https://github.com/sid321axn/bank_fin_embedding, 2020.

Text embedding

• Word embedding

Earnings

income

 isk

“The firm said they did not believe the contract to be that important to the sales."

Minimize

19

https://github.com/sid321axn/bank_fin_embedding
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Natural Language Processing

Machine learning based

Source: 

(1) Jesse Vig, ”Visualize Attention in NLP Models”, https://github.com/jessevig/bertviz, 2022.

(2) Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).

Text embedding

• Contextualized embedding “The firm said they did not believe the contract to be that important to the sales."

20

https://github.com/jessevig/bertviz
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Natural Language Processing

Machine learning based

Text embedding

• Contextualized embedding

Source: 

(1) Jesse Vig, ”Visualize Attention in NLP Models”, https://github.com/jessevig/bertviz, 2022.

(2) Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).

(3) Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805 (2018).

Transformer
The

firm 

said

they

did

not

believe

the 

contract

to 

be

that

important

to

the

sales

“The firm said they did not believe the contract to be that important to the sales."
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https://github.com/jessevig/bertviz
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Natural Language Processing

Machine learning based

Large language models

• Training tasks: (randomly) masked words, next sentence prediction, etc.

Source: 

(1) Jesse Vig, ”Visualize Attention in NLP Models”, https://github.com/jessevig/bertviz, 2022.

(2) Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).

(3) Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language understanding." arXiv preprint arXiv:1810.04805 (2018).

Transformer
The

firm 

said

they

did

not

believe

the 

contract

to 

be

that

important

to

the

sales

Wikipedia
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https://github.com/jessevig/bertviz
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Natural Language Processing

Machine learning based

Large language models

• Pre-trained on large and general language corpus 

• Fine-tuned on application specific data

Source: Julien Simon, https://huggingface.co/blog/large-language-models, 2021.

Large Language Model Evolution

Source: Devlin, Jacob, et al. "Bert: Pre-training of deep bidirectional transformers for language 

understanding." arXiv preprint arXiv:1810.04805 (2018).

Wikipedia

23

https://huggingface.co/blog/large-language-models
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Natural Language Processing

Applications of text embedding

• Text semantic similarity

• Text clustering

• …

  ...warms up to idea of potential acquisitions in new markets... 

  ...reports preliminary    ad usted EBITDA  5 5M  raises FY outlook... 

  Fundamentals in  esidential Systems segment continue to be strong, driven by the new housebuild sector... 

 A third of dealer network is closed and a third operating with limited capacity... 

  ...have cooled down merger negotiation talks due to the uncertainties surrounding coronavirus... 

  ...comments on a significant decrease of its share price over the last few days... 

  

  

24
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Natural Language Processing

Applications of text embedding

• Text semantic similarity

• Text clustering

• …

• Supervised learning and fine-tuning

o Sentiments

o ESG controversies

o Stock Movements

o …

  ...warms up to idea of potential acquisitions in new markets... 

  ...reports preliminary    ad usted EBITDA  5 5M  raises FY outlook... 

  Fundamentals in  esidential Systems segment continue to be strong, driven by the new housebuild sector... 

 A third of dealer network is closed and a third operating with limited capacity... 

  ...have cooled down merger negotiation talks due to the uncertainties surrounding coronavirus... 

  ...comments on a significant decrease of its share price over the last few days... 

  

  

Y

  

  

Source: P. Malo and A. Sinha and P. Korhonen and J. Wallenius and P. Takala, https://huggingface.co/datasets/financial_phrasebank/, 2020.
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https://huggingface.co/datasets/financial_phrasebank/
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Natural Language Processing

Applications of text embedding

• Text semantic similarity

• Text clustering

• …

• Supervised learning and fine-tuning

o Sentiments

o ESG controversies

o Stock Movements

o …

  ...warms up to idea of potential acquisitions in new markets... 

  ...reports preliminary    ad usted EBITDA  5 5M  raises FY outlook... 

  Fundamentals in  esidential Systems segment continue to be strong, driven by the new housebuild sector... 

 A third of dealer network is closed and a third operating with limited capacity... 

  ...have cooled down merger negotiation talks due to the uncertainties surrounding coronavirus... 

  ...comments on a significant decrease of its share price over the last few days... 

  

  

Y

  

  

Source: Nugent, Tim, Nicole Stelea, and Jochen L. Leidner. "Detecting ESG topics using domain-specific language models and data augmentation approaches." arXiv preprint arXiv:2010.08319 (2020).
26
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Natural Language Processing

Applications of text embedding

• Text semantic similarity

• Text clustering

• …

• Supervised learning fine-tuning

o Sentiments

o ESG controversies

o Stock Movements

o …

  ...warms up to idea of potential acquisitions in new markets... 

  ...reports preliminary    ad usted EBITDA  5 5M  raises FY outlook... 

  Fundamentals in  esidential Systems segment continue to be strong, driven by the new housebuild sector... 

 A third of dealer network is closed and a third operating with limited capacity... 

  ...have cooled down merger negotiation talks due to the uncertainties surrounding coronavirus... 

  ...comments on a significant decrease of its share price over the last few days... 

  

  

Y

  

  

Source: RAM Active Investments

27

* Past performance is not a reliable indicator of future results.
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Summary
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Source:https://commons.wikimedia.org/wiki/File:Python_logo_and_wordmark.svg
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Demo
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“If I had five minutes to chop down a tree, I'd spend the first 

three sharpening my axe.”

- Abraham Lincoln
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Demo
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Data resources and Development tools

https://github.com/huggingface/transformers

https://pytorch.org/

https://tools.ceres.org/resources/tools/sec-sustainability-disclosure/

https://pandas.pydata.org/

https://datasetsearch.research.google.com/

https://www.nltk.org/#
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Demo
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Data resources and Development tools

https://github.com/huggingface/transformers
https://tools.ceres.org/resources/tools/sec-sustainability-disclosure/
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Demo
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Data resources and Development tools

https://tools.ceres.org/resources/tools/sec-sustainability-disclosure/
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Demo
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Data resources and Development tools

https://github.com/huggingface/transformers
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Demo
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Demo on Google Colaboratory
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Demo
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Demo on Google Colaboratory
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Demo
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Demo on Google Colaboratory
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Demo

37



Marketing Material

Conclusion
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Source:https://commons.wikimedia.org/wiki/File:Python_logo_and_wordmark.svg

Source: generated by https://beta.dreamstudio.ai/dream via the Stable Diffusion technique.

https://beta.dreamstudio.ai/dream
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https://sfh22.sparkboard.com/projects
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Disclaimer

This marketing document is only provided for information purposes to professional clients, and it does not constitute an offer, investment advice or a solicitation

to subscribe shares in any jurisdiction where such an offer or solicitation would not be authorised or it would be unlawful. Past performance is not a guide to

current or future results. There is no guarantee to get back the full amount invested. Particular attention is paid to the contents of this document but no

guarantee, warranty or representation, express or implied, is given to the accuracy, correctness or completeness thereof. Issued in Switzerland by RAM Active

Investments S.A. which is authorised and regulated in Switzerland by the Swiss Financial Market Supervisory Authority (FINMA).
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