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Natural Language Processing 

or “NLP” is a branch of Artifi-

cial Intelligence, which aims to 

enable machines to be able to 

read, decipher, understand, and 

ultimately make sense of human 

language in a manner that is of 

value. NLP is increasingly auto-

mating operational processes 

ranging from the simple; answe-

ring a question from the internet, 

to the more complex; processing 

gigabytes of unstructured data, 

and generating terminologies, 

making implicit connections, and 

inferring that data’s context.

I What is NLP? 



The NLP community’s current 

focus is on exploring several key 

areas of research, including; se-

mantic representation, machine 

translation, textual inference, 

and text summarization. 

Certainly, the recent advancements 

in Machine Learning techniques 

have enabled data scientists to advance 

these techniques hand in hand. Data is 

being generated and captured at an expo-

nentially increasing rate, and NLP is an im-

portant tool in our box to enable us to bet-

ter understand what is happening across 

global markets.

L A N G U A G E  T R A N S L A T I O N 

INTERACTIVE VOICE RESPONCE (IVR)  

W O R D  P R O C E S S O R S 

PERSONAL ASSISTANT APPLICATIONS 

— such as Google Translate 

— applications used in call centres to 
respond to certain users’ questions and 
requests 

— such as Microsoft Word and Grammarly 
that employ NLP to check the grammatical 
accuracy of text 

— such as OK Google, Siri, Cortana, and 
Alexa 

Today, NLP is the driving force behind some of the most commonly-used 
applications across our day-to-day lives:
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II What are the challenges 

of using NLP in Finance? 

B E LO W  W E  D I V E  I N TO  S O M E  O F  T H E  C H A L L E N G E S  I N  T E R M S  O F 

DATA  U S AG E  W I T H I N  N L P  A N D  F I N A N C E. 

Speci f ic  to  what  we do (systematic  invest ing) ,  t radit ional  market 

and fac tor  data  are  t ypical ly  st ruc tured in  numer ical  terms and 

are  re lat ively  s imple  to  use within  the machine or  deep learning 

models.  However,  despite  the abundance of  r ich tex tual  data 

taken f rom f inancia l  news,  earnings  repor ts,  and transcr ipts  and 

their  corre lat ion to  markets,  current ly,  quant i tat ive  managers 

rarely  exploit  th is  tex t  data  for  the fol lowing reasons :
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Firstly, raw textual data is 
represented by its categorical and 
symbolic features, which presents 
a problem for quantitative models. 
However, one key NLP technique, 
which could help overcome this 
issue, is language representation 
(i.e. text embedding). 

This technique transforms 
text symbols into numerically 
digestible high-dimensional (i.e. 
several hundred or thousands) 
dense vectors, while importantly 
still preserving semantic closeness.

Traditional (count-based) feature 
engineering strategies for textual 
data involve models belonging 
to a family of models popularly 
known as the “Bag of Words” 
(insert definition) model. 

This includes term frequencies, 
TF-IDF (term frequency-inverse 
document frequency), N-grams 
and so on. While they are effective 
methods for extracting features 
from text, due to the inherent 
nature of the model being just a 
bag of unstructured words, we 
lose additional information like the 
semantics, structure, sequence, 
and context around associated 
words in each text document. 

For us, this represents an 
opportunity to explore more 
sophisticated models that can 
capture this information and 
provide us with features that are 
vector representations of words, 
popularly known as embeddings.
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Secondly, financial data comes 
from diverse sources, spanning 
financial news, earnings reports, 
and transcripts, etc. The conse-
quence is the variety of data for-
mats and structures. Being able 
to adapt the text embedding to 
different data sources in order 
to capture a variety of meaning-
ful information, is vital.

Thirdly, financial text data is 
sparse. For instance, financial 
news moves in-parallel with 
real-world events (i.e. at spo-
radic times), while earnings 
reports are routinely released 
monthly or quarterly. This is in 
sharp contrast to the structured 
and well-formatted market and 
factor data typically consumed 
by our quantitative models. 
Therefore, it’s crucial to develop 
a systematic approach to enco-
ding sparse text data for quanti-
tative models.

Being able to leverage NLP 
across real-time voice trans-
criptions and chat can provide 
additional data that can be in-
tegrated into our deep learning 
models. In terms of finance, NLP 
can become a powerful tool for 
asset managers to discover ac-
tionable insight from the realms 
of unstructured data that is pro-
duced throughout markets.

Ultimately, we believe that the 
implications of NLP are pro-
found and extremely positive 
for augmenting our current data 
sets for us to better-capture si-
gnals which can help us unders-
tand the markets in which we 
invest.
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B E LO W  I S  A  C R U D E  E X A M P L E  O F  T E X T  E M B E D D I N G

III Data

Challenges

Figure 1. Illustration of text embedding. Raw news text is 
transformed into dense vectors in the numerical space. The 
different colours represent the correspondence between 
text and vectors (i.e. points) in the space. Texts with seman-
tic closeness are mapped to points close in the space. 
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Aside from the challenges we discussed in terms of data, 
designing a suitable deep learning or quantitative model 
in addition to financial text is an extremely complex task. 
This is in-part owing to financial text data not playing a 
standalone role, but instead having a close relationship 
with market data, i.e. we know that various fundamental 
factors underpin market behaviour. At RAM AI, we 
have developed a deep learning model, capable of 
consuming both factor and text data to help capture their 
interactions and subsequently their effects on the wider 
market. As we know, the financial text is relatively sparse, 
together with its high dimensionality and the associated 
noise, a deep learning model would need to be training 
in an extremely robust manner to identify and capture 
genuine patterns. Diving deeper into the challenges of 
using NLP effectively, the very nature of the differing 
regions, markets and sectors requires an adaptable and 
robust quantitative model. From a machine learning 
perspective, this can be achieved by “transfer learning”.

IV Specifically in terms of 

models, what are the challenges? 
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IV Specifically in terms of 

models, what are the challenges? 

At RAM, our current NLP and Deep Learning efforts are two-
fold:

First, we applied state-of-the-art text mining and NLP 
techniques to extract information from finance text (for 
example; news, transcripts, earnings reports, etc) and 
transform them into quantitative “model friendly” features. 
Then, in order to further boost our existing market prediction 
models, we are developing specialised deep learning 
architectures and learning procedures across both textual 
features and fundamental factors. This will enable us to 
exploit the synergy of fundamental and text data for a 
more accurate prediction, and ultimately alpha generation. 
Moreover, our NLP and deep learning pipeline is generic and 
highly flexible, with the ability to adapt to different market 
segments depending on our interest. 

Second, to identify in real-time certain events or aspects of 
interest in the market by information extraction from diverse 
financial data. For instance, by plugging our in-house NLP 
pipeline into financial news flow, we can pinpoint company-
specific ESG events and then inform clients in a timely manner. 

Figure 2. A simple example of integrating news flow into strategy design and back-test: 
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“ W E  B E L I E V E  T H A T  T H E

I M P L I C A T I O N S  O F  N L P  A R E 

P R O F O U N D . ”

N L P  W I L L  H E L P  U S  TO  I D E N T I F Y  T H E  L AT E S T  E S G 

R E L AT E D  I S S U E S  O N  CO M PA N I E S . 

V What is NLP’s value-added? 
It is widely accepted that real-world events reflected within unstructured data, e.g. financial 
news, earning calls, transcripts, financial reports, social media, etc, have a certain rela-
tionship to markets. NLP enables us to integrate inputs from these unstructured and quali-
tative data sources into our quantitative models. These inputs, which are complementary to 
our existing quantitative/structured inputs from analysts’ revisions, enrich the information 
set that our quantitative models consume. 

Meanwhile, with the quantitative models enhanced by unstructured data, the subsequent 
strategy selection process can react to real-time events and capture potential investment 
opportunities in a more dynamic and timely manner. For instance, more conventional cli-
mate and ESG related data are at a low frequency and data providers would typically take 
days or weeks to react, while automatically analysing news flow helps us to identify the 
latest ESG related issues on companies and assess their wider impact.
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P R O F O U N D . ”

 VI What are the implications

in the world of finance?

The  implications  for  NLP  and  deep  learning  techniques  for  money  managers  are 
profound.  If  implemented  correctly  their  use  expands  the  horizon  of  data  in  terms 
of  variety,  volume,  and  velocity,  where  variety  is  the  type  of  data,  volume  repre- 
sents  the  amount  of  data  automatically  processed,  and  velocity  means  we  can 
process the frequently arriving data, faster.

These  techniques  can  help  to  further  automate  quantitative  investing.  For  these 
unstructured  data  typically  processed  by  analysts  before,  we  are  now  able  to 
seamlessly  integrate  them  into  quantitative  models  with  less  human  involvement, 
the associated inherent biases and time delays.

For  RAM  this  automated  pipeline  does  not  infer  the  replacement  of  humans  by 
AI.  On  the  contrary,  it  serves  to  highlight  the  importance  of  domain  knowledge 
and  expertise  in  this  field.  This  is  because  we  still  rely  on  domain  knowledge  to 
tailor  the  models,  and  to  guide  the  algorithms  and  models  to  focus  on  important 
aspects of large-scale financial data.
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The Neural History of Natural Language Processing: 

VII A brief 

history of NLP

1906-1911

1950

1997

2001 

2008

2010

2013-2016

2014

2015

2017

2018-2019

Swiss linguistics professor Ferdinand de Saussure, changed
the «language as science» to «language as systems»

Alan Turing developed the idea in «computing machinery and
intelligence», which became a milestone in NLP research

J. Schmidthuber introduced long-short-term-memory recurrent
neural networks {LSTM} - wildly used for text and voice processing 

The first neural language model by Yoshio Bengo
using a feed-forward network

Collobert & Weston spearheaded the concept
of pre-training word embedding

Recurrent neural networks used for language modelling

Dense vector representations of words for transfer learning
e.g. Word2Vec, GloVe, FastText

Convolutional neural networks applied to natural languagues
Sequence-to-sequence learning for machine translations 

Attention mechanism in sequence-to-sequence learning

Self-attention-based Transformer architecture achieving
state-of-the-art for Neural Machine Translation

Transformer based pretrained language model
e.g. BERT, RoBERTa, XLNet, ALBERT etc
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Back in the late 1970s and 

early 80s, there was a revo-

lution across artificial intel-

ligence and machine lear-

ning. The general approach 

was to avoid complex deci-

sion trees of hard and fast 

rules and ultimately treat 

problems with Bayesian 

inference (a method of sta-

tistical inference in which 

Bayes‘ theorem* is used to 

update the probability for a 

hypothesis as more eviden-

ce or information becomes 

available).

Within the world of NLP, 

that meant not looking to 

understand the meaning 

behind each word, but to 

assume there was a hid-

den underlying meaning 

that language displayed 

hints about. The algo-

rithm considers a range 

of meanings and tries to 

zero in on the most likely 

ones as more and more 

words are examined.

What began in 1906...
Is just the beginning today. 

« Assume there was a hidden meaning 

that language displayed hints about. » 
About us 

We are a specialist active 

investment manager, mar-

rying scientific principles 

to cutting-edge techno-

logy to uncover a broad 

spectrum of investment 

opportunities across liquid 

assets. Our philosophy 

was created by applying 

our fundamental insights 

in a systematic manner to 

broad financial markets. 

  
*Definition

Bayes‘ theorem describes 

the probability of an event, 

based on prior knowledge 

of conditions that might be 

related to the event. 
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IMPORTANT INFORMATION 

This  document  has  been  drawn  up  for  information  purposes  only.  It  is  neither  
an  offer  nor  an  invitation  to  buy  or  sell  the  investment  products  mentioned 
herein and may not be interpreted as investment advice. It is not intended to be 
distributed, published or used in a jurisdiction where such distribution, publication 
or use is forbidden, and is not intended for any  person  or  entity  to  whom  or  
to  which  it  would  be  illegal  to  address  such a document. In particular, the 
investment products are not offered for sale in the United States or its territories and 
possessions, nor to any US person  (citizens  or  residents  of  the  United  States  of  
America).  The  opin-ions expressed herein do not take into account each customer’s 
individual situation,  objectives  or  needs.  Customers  should  form  their  own  
opinion  about any security or financial product mentioned in this document. Prior to  
any  transaction,  customers  should  check  whether  it  is  suited  to  their  personal 
situation, and analyse the specific risks incurred, especially finan-cial, legal and tax 
risks, and consult professional advisers if necessary. The information and analyses 
contained in this document are based on sources deemed  to  be  reliable.  However,  
RAM  AI  Group  cannot  guarantee  that  said  information  and  analyses  are  up-
to-date,  accurate  or  exhaustive.  All  information  and  assessments  are  subject  to  
change  without  notice.  Sub-scriptions will be accepted only if they are made on the 
basis of the most recent prospectus, Key investor information document (KIID) and 
the latest annual or half-year reports for the financial product. The value of shares and 
income thereon may rise or fall and is in no way guaranteed. The price of the financial 
products mentioned in this document may fluctuate and drop  both  suddenly  and  
sharply,  and  it  is  even  possible  that  all  money  invested may be lost. If requested, 
RAM AI Group will provide customers with more detailed information on the risks 
attached to specific invest-ments. Exchange rate variations may also cause the value 
of an investment to  rise  or  fall.  Whether  real  or  simulated,  past  performance  
is  not  a  reli-able guide to future results. Without prejudice of the due addressee’s 
own analysis, RAM understands that this information should be regarded as a 
minor non-monetary benefit according to MIFID regulations. The prospec-tus, KIID, 
constitutive documents and financial reports are available free of charge from the 
SICAVs’ and Management Company’s head office, its representative and distributor 
in Switzerland, RAM Active Investments S.A. and  the  relevant  local  representatives  
in  the  distribution  countries.  This  marketing document has not been approved 
by any financial Authority, it, is confidential and addressed solely to its intended 
recipient; its partial or total reproduction and distribution are prohibited. Issued in 
Switzerland by RAM Active Investments S.A. which is authorised and regulated in 
Switzer-land by the Swiss Financial Market Supervisory Authority (FINMA). Issued 
in the European Union and the EEA by the Management Company RAM Active 
Investments (Europe) S.A., 51 av. John F. Kennedy L-1855 Luxem-bourg, Grand 
Duchy of Luxembourg. The reference to RAM AI Group in-cludes both entities, RAM 
Active Investments S.A. and RAM Active Invest-ments (Europe) S.A.

CONTACT US

contact@ram-ai.com
+41 / 58 726 8734 
www.ram-ai.com 


